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Background Reward stablizes human WM representations Joint effect of prior and reward on WM in RNNs
» Working memory (WM) resource is high limited [1,2]. However, the effect of < Variability was affected by delay and reward (a 2-way interaction, p < .05).  RNNs were trained in a 2x2 design:
reward incentives alone on WM resource allocation is mixed [3-3]. - Delay = 1s: Frequent (cardinal) orientations are maintained better. * Training stimulus distribution (uniform or natural dist.);
* In perception, resource distribution appears to be optimized with respect to - Delay = 5s: High-reward (diagonal) stimuli are maintained better * Loss function (minimize error or maximize reward).
natural stimulus distribution and cost functions [6-9]. compared to the baseline. stimulus distribution RNN Reward policy
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